Bayesian Probabilities in Decision Analysis

	
A company is testing the release of a new software product.  The company expects the product to be a success if 30% of the market is captured after five years but a failure if only 10% of the market is captured after five years.  The company conservatively places a probability of 0.5 of success after five years.

To test the market, a survey was administered to a target market of 20 subjects resulting in 5 indicating a strong preference to purchase the product.  Although the results were not a favorable as hoped, a Bayesian probability analysis was chosen to determine the probability of success after five years based on the survey results.

The evidence was obtained from an experiment with the following design.  A total of 20 subjects were measured, each subject (i.e., a trial) resulted in only one of two outcomes, each trial had a constant proportion of success and each trial was independent.  This defines a binomial sampling distribution.

	
Assuming a uniform prior and a binomial conditional sampling distribution, the probability of capturing 30% of the market after five years is 0.84.



. . .



	
To further analyze the market, an ad was placed on a website introducing the product with a click through for the subject to indicate an intention to pre-purchase the product.   Out of 100 views over one hour, 18 clicked through indicating an intention to pre-purchase the product.  To refine market success, the company modifies the percentages to 20% for a good market, 15% for a fair market and 10% for a bad market.  Since this was the first data collected online, the company initially places a 1/3 chance for each type of market.  Again, a Bayesian probability analysis was chosen to determine the probability of success after five years based on the online results.

The number of occurrences of an event (i.e., a subject) over a defined interval (i.e., one hour and 100 views) was observed with the outcome of each event based on each event being independent, unique and possessing a constant rate of success.  This describes a Poisson process.

	
Assuming a uniform prior and a Poisson conditional sampling distribution, the probability of capturing a good market after five years is 0.52, a fair market is 0.44 and a bad market 0.04.
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To continue the online analysis, the company wishes to accelerate obtaining probabilities by observing the time between events instead of the number of events occurring during a defined interval.  The time between events in a Poisson process follows an exponential distribution.  Based on product performance of capturing 20%, 15% and 10% for a good, fair and bad market after five years, the expected time between events during the one hour considered becomes 3 minutes (60 minutes/(100*0.20)), 4 minutes (60 minutes/(100*0.15)) and 6 minutes (60 minutes/(100*0.10)) for the percentages respectively.  Based on using the posterior probabilities from the Poisson process as prior probabilities for the exponential analysis, the company wishes to determine the probability of observing events in less than 3 minutes in the foreseeable future?

	
Assuming the probabilities from the Poisson process, the probability of observing an event in less than 3 minutes is 0.57.



. . .






[image: ]

[image: ]




[image: ]


Page 3

image1.emf
Binomial Distribution

Good Market: P= 0.3

Bad Market: P= 0.1

Survey: 5 out of 20 indicate purchase

What is probability of purchase after Survey?

Assume Binomial

P(Survey|Market) number_s trials probability_s cumulative =binom.dist(number_s,trials, probabilitiy_s,cumulative)

P[(X=5|20)|Good]= 0.1789 ↔ 5 20 0.3 0 0.17886305 =binom.dist(5,20,0.3,0)

P[(X=5|20)|Bad]= 0.0319 ↔ 5 20 0.1 0 0.03192136 =binom.dist(5,20,0.1,0)

Conditional Joint Posterior

Prior P[X=5|P] P[X,P] P[P|X=5] Binomial nCx p^x(1-p)^(n-x)

Good(P=.3) 0.5 0.1788631 0.0894315 0.84855919 Probability x n p

Bad(P=.1) 0.5 0.0319214 0.0159607 0.15144081 0.17886305 5 20 0.3

0.1053922 0.03192136 5 20 0.1

P[X=5]

Marginal
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Poisson Distribution

Good Market: P= 0.2

Fair Market: P= 0.15

Bad Market: P= 0.1

Survey sampling rate: 100 per hour on the average

Observe in one hour: X= 18 out of 100 indicate Purchase

P Number Mean

Good Market: P= 0.2 100 20

Fair Market: P= 0.15 100 15

Bad Market: P= 0.1 100 10

What is probability of purchase after Survey?

Assume Poisson

P(Observation|Market) X mean cumulative =poisson.dist(x,mean,cumulative)

P[X(X=18|100|Good]= 0.0844 ↔ 18 20 0 0.08439355 =poisson.dist(18,20,0)

P[X(X=18|100)|Fair]= 0.0706 ↔ 18 15 0 0.07061296 =poisson.dist(x,mean,cumulative)

P[X(X=18|100)|Bad]= 0.0071 ↔ 18 10 0 0.00709111 =poisson.dist(x,mean,cumulative)

Conditional Joint Posterior

Prior P[X|Pi] P[X,Pi] P[Pi|X] Poisson Lambda^x exp(-Lambda) / (X!)

Good(Pi=.2) 0.3333 0.0843936 0.0281312 0.52063412 Probability x Lambda

Fair(Pi=0.15) 0.3333 0.070613 0.0235377 0.43561996 0.08439355 18 20

Bad(Pi=.1) 0.3333 0.0070911 0.0023637 0.04374592 0.07061296 18 15

0.0540325 0.00709111 18 10

P[X]

Marginal
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Exponential Distribution

Good Market: P= 0.2

Fair Market: P= 0.15

Bad Market: P= 0.1

Survey: 100 per hour

Observe: 18 out of 100 indicate Good Market

Mean Interval Mean Interval

Mean: P Number Mean Hours Minutes Posterior E[T]

Good Market: P= 0.2 100 20 0.05 3 0.52063412 1.56190236

Fair Market: P= 0.15 100 15 0.06666667 4 0.43561996 1.74247986

Bad Market: P= 0.1 100 10 0.1 6 0.04374592 0.2624755

3.56685772

What is probability of waiting less than 3 minutes?

Mean Interval =1/Mean Assume Exponential

X=T Minutes Lambda cumulative =expon.dist(x,lambda,cumulative)

P[T<3|Good]= 0.6321 ↔ 3 3 0.33333333 1 0.63212056 =expon.dist(x,lambda,cumulative)

P[T<3|Fair]= 0.5276 ↔ 3 4 0.25 1 0.52763345 =expon.dist(x,lambda,cumulative)

P[T<3|Bad]= 0.3935 ↔ 3 6 0.16666667 1 0.39346934 =expon.dist(x,lambda,cumulative)

X=T Minutes Lambda Exponential, pdf=exp(-x/Mean) / (Mean)

3 3 0.33333333 0.63212056 =1-exp(-x/mean)=cdf(x)

3 4 0.25 0.52763345 =1-exp(-x/mean)=cdf(x)

3 6 0.16666667 0.39346934 =1-exp(-x/mean)=cdf(x)

Conditional Joint Posterior

Prior P[T<3|P] P[T,P] P[P|T<3]

Good Market: P= 0.5206 0.6321206 0.3291035 0.57119779

Fair Market: P= 0.4356 0.5276334 0.2298477 0.39892759

Bad Market: P= 0.0437 0.3934693 0.0172127 0.02987462

0.5761639

P[T<3]

Marginal


